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Objectives Formulation cnt’d Discussion
« State-of-the-art system with a simplified single . Table 1:
system comparable to the complicated top « BLSTM mask based beamformer: - TDNN with 1att1.ce—f.ree MMI.: | . BLSTM-based speech enhancement shows improvement
systems in the challenge The PSD matrices of speech components The LE-MMI objective function is shown below in most of conditions except for the case of the
_ Publicly available and reproducible recipe in (I)speech(b) e CMXM 4t frequency bin b, and that , B N | p(On|Sn)CP(Ln) ) multichannel SDR metric. | o
the Kaldi (https://github.com /Szu- of noise components ®,,4i0(b) € C** can be M n—1 oo > p(O"SY)CP(L) (4)  For the Ich track, the BLSTM mask gives significantly
| . Cmated as foll . better scores in all four metrics. But this is contrary to
JuiChen /kaldi/tree/lmrescore) PRLIHATEE an JOTOT where p(O"]S%) is the likelihood function of a the ASR results.
] én(ejg?ﬁO;gﬁzgggeﬁta&%gsfrizgr different D,(0) = > w,(t,0)y(t, b)y(t, b)H (3) speech feattzre sequence Q" given the state « Figure 2 shows the effectiveness of the data
-pPerceptual evaluation of speech qn.ality (PESQ) h t; 1 : d v(t. b CM ; sequence 5T at nith utterance, P(L) s the augmentation for the system. Improvement
« Short-time objective intelligibility measure (STOI) ;Vwe;e VS .{Spéec 7n(1)lse} and y(t, b) E ¢ Al phoneme language model probability and C is the confirmed by adding enhanced data in almost all
- extended STOI (eSTOI) N 1men81ona:_ fzomp eﬁ spectrum at t1m§ (frame) probability scale. cases except for the simulation test data.
- Speech distortion ratio (SDR) t in frequency bin b. y** denotes the conjugate . Figure 3 and Figure 4:
transpose. wv(ty b) S [07 1] is the mask value. « Experimental condition is changed incrementally. In most
of the cases, every method improved the WER steadily.
PI’OpOSGd System . « The performance was degraded if we applied enhanced
Experlments data on the system using DNN+sMBR.
= There always seems to be a negative correlation between
= Bidirectional long short-term memory (BLSTM) the ASR performance and the SDR scores.
mask based beamformer fubler 17 Speech Enharjcemem eores . = Figure 5 shows BLSTM masking was not effective
« Sub-sampled time delay neural network (TDNN) | | Dev (Simu) | Test (Simu) if we only used one microphone although it scores
with the lattice-free version of the maximum Irack Enhancement Method PESQ STOL e5TOL SDRPESQ 5TOLesTOL SDR better in terms of all four speech enhancement
mutual information (LF-MMI) lch No Enhancement 201 082 061 392 198 081 0.60 4.95 metrics.
. LSTM language model (LSTMLM) lch BLSTM Mask 2.52 0.88 0.73 9.26 2.46 0.87 0.71 10.76
2(3:?1 BeamtformIt 2.15 085 0.6 4.61 207 083 0.62 5.60 Final Results
2ch BLSTM Gev 2.13 0.87 0.69 286 2.12 0.87 0.69 3.10
s % o 6ch  Beamformlt 231 088 070 5.52 220 086 0.65 6.30
masking .
6C_f1 BLSTM GeV 2.4:5 088 O. 75 357 2 .4:6 0.87 O. 73 292 Table: 2: Final WER comparison for the real test set.
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