SPEECH ENHANCEMENT USING END-TO-END SPEECH RECOGNITION OBJECTIVES

Aswin Shanmugam Subramanian\textsuperscript{1}, Xiaofei Wang\textsuperscript{1}, Murali Karthick Baskar\textsuperscript{1,2}, Shinji Watanabe\textsuperscript{1}, Toru Taniguchi\textsuperscript{3}, Dung Tran\textsuperscript{3}, Yuya Fujita\textsuperscript{3}

\textsuperscript{1}Center for Language and Speech Processing, Johns Hopkins University, Baltimore, MD, USA
\textsuperscript{2}Brno University of Technology, Brno, Czech Republic
\textsuperscript{3}Yahoo Japan Corporation, Tokyo, Japan

ABSTRACT

Speech enhancement systems, which denoise and dereverberate distorted signals, are usually optimized based on signal reconstruction objectives including the maximum likelihood and minimum mean square error. However, emergent end-to-end neural methods enable to optimize the speech enhancement system with more application-oriented objectives. For example, we can jointly optimize speech enhancement and automatic speech recognition (ASR) only with ASR error minimization criteria. The major contribution of this paper is to investigate how a system optimized based on the ASR objective improves the speech enhancement quality on various signal level metrics in addition to the ASR word error rate (WER) metric. We use a recently developed multichannel end-to-end (ME2E) system, which integrates neural dereverberation, beamforming, and attention-based speech recognition within a single neural network. Additionally, we propose to extend the dereverberation sub network of ME2E by dynamically varying the filter order in linear prediction by using reinforcement learning, and extend the beamforming subnetwork by incorporating the estimation of a speech distortion factor. The experiments reveal how well different signal level metrics correlate with the WER metric, and verify that learning-based speech enhancement can be realized by end-to-end ASR training objectives without using parallel clean and noisy data.
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1. INTRODUCTION

The speech signal can be severely distorted by reverberations and background noise [1,2]. Algorithms to enhance the speech signal by denoising and dereverberation will benefit both speech processing applications like automatic speech recognition (ASR) and human perception applications like hearing aids. It has become common to use more than one microphone to capture speech since multichannel speech enhancement can take advantage of the correlation between the different microphone signals [3].

Conventional statistical speech enhancement systems are optimized based on signal reconstruction objectives [3, 4]. Currently, deep neural network (DNN) based methods for speech enhancement have become popular [5–11]. These methods are also trained based on signal level objectives including magnitude spectrum reconstruction with minimum mean squared error (MMSE) [5, 10], short-time objective intelligibility (STOI) [11] criteria, mask estimation with binary cross entropy criteria (BCE) [8], where the targets come directly from the clean signal. Hence, these methods can be trained only with parallel clean and simulated noisy data.

Alternatively, enhancement systems can also be trained based on application oriented objectives like automatic speech recognition (ASR) error minimization [12–17]. These systems were integrated into the whole ASR framework targeting the ASR error minimization objective and have the advantage that they do not need the parallel speech data for training. For instance, a minimum variance distortionless response (MVDR) beamformer component with speech and noise masks as learnable parameters was trained only based on a sequence-to-sequence (S2S) cross entropy objective [13].

This paper uses a multichannel end-to-end ASR (ME2E), which was recently developed in [18] by extending the model in [13] with an additional dereverberation sub-network based on weighted prediction error (WPE) [19, 20] before the beamformer sub-network. In the training phase, the desired dereverberated or denoised signal is introduced as a hidden state vector inside the whole network integrating the above sub-networks and S2S ASR, and the network is trained only based on the ASR objective without parallel clean signal data. At the inference phase, speech enhancement can be performed by recovering the speech signals using estimated hidden state vectors.

The main goal of this paper is to investigate how well this end-to-end system performs denoising and dereverberation by evaluating the enhanced signal with various speech enhancement metrics. Although [21] performs the evaluation of ME2E with a few speech enhancement metrics, this paper performs intensive investigation by using five intrusive metrics (1) cepstral distance (CD), (2) log-likelihood ratio (LLR), (3) frequency-weighted segmental SNR (FWSegSNR), (4) PESQ and (5) STOI, and (6) an additional non-intrusive metric based on the signal to reverberant modulation ratio (SRMR) [22, 23]. We also further analyze which of these metrics correlate well with the WER.

Another unique advantage of our proposed end-to-end system is its ability to predict speech enhancement hyper-parameters inside the network only with the ASR objective. We focus on a distortion weight hyper-parameter in the parameterized multichannel Wiener filter (PMWF), which is a more general form of MVDR [3]. It has been shown that by carefully controlling this parameter we can obtain significant gains in terms of both signal quality [24] and ASR accuracy [25]. Another hyper-parameter is the linear prediction filter order, which is a crucial parameter in WPE that depends on the reverberation time. We incorporate the prediction of such hyper-parameters in our end-to-end system. For the filter order estimation, we also propose to use a reinforcement-learning-based policy gradient method since it is a discrete value estimation problem and hence conventional backpropagation cannot be used. We validate through our experiments that we can obtain a proper estimate of the PMWF distortion weight parameter and filter order by using our approach.
2. END-TO-END NEURAL SPEECH ENHANCEMENT AND RECOGNITION

2.1. Multi-channel end-to-end (ME2E) system

This section describes our end-to-end neural speech enhancement and recognition architecture, which is designed to perform robust ASR in a far-field condition. This network has an explicit role for each sub-network, i.e., it starts by dereverberating the input multi-channel signal, then denoises the dereverberated multichannel signal by beamforming, and finally, the beamformed signal is recognized by attention-based ASR. The architecture is shown in Figure 1.

Dereverberation subnetwork

Let \( y(t, b) \in C^M \) be the observed \( M \)-channel signal in the short-time Fourier transform (STFT) domain at time frame \( t \) and frequency bin \( b \). The dereverberation subnetwork estimates the dereverberated \( M \)-channel signal \( d(t, b) \) based on WPE \([2, 19, 20]\), which cancels late reverberations using variance normalized delayed linear prediction as follows:

\[
d(t, b) = y(t, b) - \left( R(b)^{-1} P(b) \right)^H \tilde{y}(t - \Delta, b), \tag{1}
\]

where \( \Delta \) is the prediction delay and \( ^H \) denotes the conjugate transpose. \( \tilde{y}(t - \Delta, b) \in C^{LM} \) is the stacked representation of the delayed multichannel observations with the filter order \( L \). \( R(b) \in C^{LM \times LM} \) and \( P(b) \in C^{LM \times LM} \) are the auto-covariance and co-variance matrices, respectively, which are obtained by the following update equations with \( m \)-th channel neural network output \( d(t, b, m; \theta_{\text{dry}}) \) with learnable parameter \( \theta_{\text{dry}} \) as:

\[
R(b) = \sum_t \tilde{y}(t - \Delta, b) \tilde{y}^H(t - \Delta, b), \tag{2}
\]

\[
P(b) = \sum_t \frac{\tilde{y}(t - \Delta, b) y^H(t, b)}{\sum_t \tilde{d}(t, b, m; \theta_{\text{dry}})^2 / M}, \tag{3}
\]

Note that all of these functions are differentiable, and we define the composite function of them with parameter \( \theta_{\text{dry}} \) as follows:

\[
D = \text{Dry}(Y; \theta_{\text{dry}}), \tag{4}
\]

where \( D \) and \( Y \) denote the dereverberated and original STFT signals for all frames, frequency bins, and channels, respectively.

Beamforming subnetwork

The beamforming subnetwork performs speech denoising from the output of the dereverberated STFT signal \( d(t, b) \) in Eq. (1) to obtain an enhanced STFT signal \( x(t, b) \in C \) as follows:

\[
x(t, b) = f^H(b)d(t, b). \tag{5}
\]

\( f(b) \in C^M \) is a time-invariant beamforming filter at frequency bin \( b \) obtained with the following PMWF estimation as follows:

\[
f(b) = \frac{\Phi_{\text{SN}}(b)^{-1} \Phi_{\text{SN}}(b)}{\beta(b) + \text{Trace}(\Phi_{\text{SN}}(b)^{-1} \Phi_{\text{SN}}(b))} u \tag{6}
\]

where, \( u \in \{0, 1\}^M \) is a one-hot vector to choose a reference microphone, and the beamformer estimates the speech image at the reference microphone\(^1\), and \( \beta(b) \in \mathbb{R}_{\geq 0} \) is the distortion weight which is a frequency dependent trade-off factor between speech distortion and noise reduction \([3, 24]\). As \( \beta(b) \to \infty \), maximum noise reduction but maximum speech distortion is obtained. Note that \( \beta(b) = 1 \) is the standard MWF, and \( \beta(b) = 0 \) is MVDR. \( \text{Trace}(\cdot) \) denotes the trace operation. \( \Phi_{\text{SN}}(b) \in C^{M \times M} \) and \( \Phi_{\text{SN}}(b) \in C^{M \times M} \) denote the power spectral density (PSD) matrices of speech and noise as follows:

\[
\Phi_{\text{SN}}(b) = \sum_{t=1}^{T} w_s(t, b; \theta_{\text{ASR}}) d(t, b) d^H(t, b) \quad \text{where } v \in \{S, N\}. \tag{7}
\]

\( w_s(t, b; \theta_{\text{ASR}}) \in [0, 1] \) and \( w_n(t, b; \theta_{\text{ASR}}) \in [0, 1] \) denote the speech and noise masks obtained from a neural network with learnable parameter \( \theta_{\text{ASR}} \), respectively.

The estimation of the distortion weight parameter vector \( \beta = [\beta(b)]_{b=1}^{B} \) (\( B \): the number of frequency bins) is also incorporated inside the network as follows:

\[
\beta = \min(\text{ReLU}(|r_s|^T, |r_n|^T; \theta_{\text{ASR}})), 10, \tag{8}
\]

where \( \text{Linear}(\cdot) \) is an affine transformation with learnable parameters. We set the maximum value of \( \beta \) to 10 based on experiments from \([24]\). Features \( r_s \) and \( r_n \) are obtained from the PSD matrices:

\[
r_v = \frac{1}{(M - 1)^2} \sum_{m=1}^{M} \sum_{m'=1}^{M} \phi_s(b, m, m') \Phi_{\text{SN}}^{B}_{b=1} \quad \text{where } v \in \{S, N\} \tag{9}
\]

Similarly to the dereverberation subnetwork, all the above functions are differentiable, and we define the composite function of them with parameter \( \theta_{\text{ASR}} \) as follows:

\[
X = \text{Fcs}(D; \theta_{\text{ASR}}), \tag{10}
\]

where \( X \) denotes the beamformed STFT signal for all frames and frequency bins.

Attention based ASR

Finally, we use the attention-based encoder decoder with learnable parameter \( \theta_{\text{En}} \) to obtain the posterior distribution of graphene sequence \( C = (c_1, c_2, \cdots) \) by using the enhanced STFT \( X \) as follows:

\[
p(C|Y) = \text{Tmn}(X; \theta_{\text{En}}). \tag{11}
\]

This \( \text{Tmn}(\cdot) \) function also includes a log Mel filter-bank transformation, which takes the power operation, Mel matrix transformation, logarithm operation, and utterance-wise mean-variance normalization for \( X \).

The ME2E system is designed to perform far-field end-to-end ASR by composing the differentiable dereverberation (Eq. (4)), beamforming (Eq. (10)), and ASR (Eq. (11)) functions. Therefore, we can perform the backpropagation for all parameters in this composite network \( \theta_{\text{En}} = (\theta_{\text{dry}}, \theta_{\text{SN}}, \theta_{\text{ASR}}) \) by taking the derivative of the ASR loss \( \mathcal{L}_{\text{asr}} \), i.e., the cross entropy loss function \( \mathcal{L}_{\text{CE}}(\cdot, \cdot) \) between the reference label \( C_{\text{ref}} \) and the posterior distribution \( p(C|Y) \) as follows:

\[
\nabla_{\theta_{\text{ASR}}} \mathcal{L}_{\text{asr}} = \nabla_{\theta_{\text{ASR}}} \mathcal{L}_{\text{CE}}(C_{\text{ref}}, p(C|Y)), \tag{12}
\]

\[
= \nabla_{\theta_{\text{ASR}}} \mathcal{L}_{\text{CE}}(C_{\text{ref}}, \text{Tmn}(\text{Fcs}(\text{Dry}(Y; \theta_{\text{dry}}); \theta_{\text{ASR}}); \theta_{\text{En}})). \tag{13}
\]

\(^1\)Instead of the hard reference selection, we use an attention mechanism to softly estimate the reference vector, i.e., \( u \in \{0, 1\}^M \) and \( \sum_m u_m = 1 \).
Thanks to this composite topology, the ME2E system has the following interesting properties:

1. Speech enhancement sub-networks are optimized only with the ASR training objective.

2. As intermediate outputs of the system, enhanced signals (deverberated STFT $\mathcal{D}$ and beamformed STFT $X$) can be generated.

This paper investigates how the generated enhanced signal improves the speech enhancement quality on various signal level metrics to validate the effectiveness of the ME2E speech enhancement function.

### 2.2. Extension with filter order estimation

The filter order $L$ introduced in Eq. (1) is an important parameter in WPE. However, the filter order estimation is a hard decision process and cannot be easily integrated with ME2E system due to its non-differentiable operation. Instead, this paper proposes a novel filter order estimation based on reinforcement learning.

We first consider the posterior distribution of possible filter order candidates $p(L | Y)$ given multichannel input $Y$. e.g., we allow the filter order to be in some range as $L \in \{1, 2, \ldots, 10\}$. $p(L | Y)$ is obtained as a softmax function of a neural network output $c_L(Y; \theta_\text{flt})$ with learnable parameter $\theta_\text{flt}$ and scaling hyperparameter $\epsilon$ as follows:

$$
p(L | Y) = \frac{\exp(c_L(Y; \theta_\text{flt})/\epsilon)}{\sum_L \exp(c_L(Y; \theta_\text{flt})/\epsilon)}.
$$

(14)

During training, we 1) randomly sample $L$ from $p(L | Y)$. 2) use $L$-filter-order dereverberation subnetwork to obtain the posterior distribution $p_L(C | Y)$ as shown in Eqs. (4), (10), and (11), and 3) perform backpropagation using REINFORCE [26] based policy-gradient algorithm for the filter-order-estimation loss $\mathcal{L}_\text{flt}$ as follows:

$$
L \sim p(L | Y),
$$

(15)

$$
p_L(C | Y) = \text{Trn}(\text{Fcs}(\text{Dry}_L(Y))),
$$

(16)

$$
\nabla_{\theta_\text{flt}} \mathcal{L}_\text{flt} = \sum_L \text{CE}(C_{\text{ref}}, p_L(C | Y)) \nabla_{\theta_\text{flt}} \log p(L | Y).
$$

(17)

This backpropagation is jointly performed for both $\mathcal{L}_\text{flt}$ and $\mathcal{L}_\text{in}$ in Eq. (13). During decoding, the filter order is directly estimated as defined in equation (18).

$$
\hat{L} = \arg\max_L p(L | Y).
$$

(18)

With this estimation, ME2E system can vary the filter order utterance-by-utterance depending on the room condition. The ME2E architecture with the proposed filter order estimation is given in Figure 1.

### 3. EXPERIMENTS

#### 3.1. Experimental setup

We used the 2-channel simulation training data from the REVERB dataset for training [2], and the 8-channel test set from the REVERB dataset and 6-channel living room array set from the DIRHA-WSJ dataset [27] for evaluation. We used a standard setup for multichannel end-to-end ASR developed [18] in the ESPnet toolkit [28]. The baseline single-channel E2E ASR uses the 80-dimensional log Mel filterbank coefficients as a feature. The encoder consists of two blocks of convolution layers followed by three layers of bidirectional long short-term memory (BLSTM) layers with 1024 units. The location based attention mechanism was used. The decoder consists of a single LSTM layer with 1024 units followed by a linear layer with a number of output units corresponding to the number of distinct characters. The word based RNN language model proposed in [29] was also used.

In our ME2E system, both the dereverberation and beamforming masking sub-networks introduced in Section 2.1 consist of two BLSTM layers with 300 units followed by an additional feedforward layer. The dereverberation masking network predicts a two-dimensional time-frequency mask using the clipped rectified linear unit (ReLU) function with a max clamp at 1 as the activation and the beamforming masking network predicts a one (time) dimensional mask like speech activity detection (SAD) using the sigmoid function as an activation based on our preliminary analysis in [30]. For filter order estimation introduced in Section 2.2, the scaling parameter $\epsilon$ in Eq. (14) was fixed as $10^5$, and the filter order $L$ was allowed to be in the range 1 to 10. In the other configurations, the filter order $L$ was fixed at 5.

As a conventional pipeline system, we used Nara-WPE [31] as an original WPE and our own implementation of DNN-WPE$^2$ for dereverberation. The prediction delay $\Delta$ in Eq. (1) was fixed at 3 and the number of iterations was fixed as 3 for WPE. We also used a weighted delay and sum beamformer (BeamformIt [32]) for multichannel denoising.

#### 3.2. Results & discussion

**Speech enhancement metrics**

Six different speech enhancement metrics along with the WER are shown in Figure 2 for conventional DNN-WPE, a combination of DNN-WPE and BeamformIt (DNN-WPE-BF), and E2E ASR based enhancement methods (E2E-WPE and E2E-WPE-MVDR).

The E2E-WPE (E2E ASR with only dereverberation subnetwork) has a similar trend to DNN-WPE for all metrics for almost all the evaluation conditions. Similarly, E2E ASR with both dereverberation and beamforming sub-networks (E2E-WPE-MVDR) has a similar trend to the signal-level objective counterpart of DNN-WPE-BF in terms of all metrics except LLR and SRMR for most of the

$^2$https://github.com/sas91/jhu-neural-wpe
metrics, we can use it as an alternative non-intrusive metric on the real challenging conditions.

### ASR performance of real recordings

The ASR performance of the different pipeline methods and E2E methods are shown in Table 2. Although E2E-WPE (row 5) degrades the performance compared to DNN-WPE (row 3), E2E-WPE-MVDR (row 7) outperforms DNN-WPE-BF (row 4) on the most challenging DIRHA set and REVERB near condition. The proposed E2E-WPE-PMWF (row 8) further improves the performance from E2E-WPE-MVDR (row 7) for the DIRHA set and REVERB far condition. This confirms the importance of the distortion weight parameter \(\beta\) in Eq. (6).

E2E-WPE with the filter order estimation (row 6) proposed in Section 2.2 provides the significant performance gain compared to the other dereverberation methods (rows 2, 3 and 5). However, this method degrades the performance when combined with the beamforming subnetwork (row 9), probably due to its unstable optimization in the policy gradient algorithm. Table 3 further analyzes the filter order estimation method by taking the mode of the predicted filter order \(\hat{L}\) in Eq. (18). The higher order “9” is more frequently chosen on the challenging real conditions, while the order “4” is frequently chosen for the simulated set as expected, except for the least challenging simulated room 1 set. Also, for all the REVERB sets, the frequency of the mode order is very similar for both near and far cases, and our method seems to learn to pick the order based on the room size and not the microphone position.

### 4. SUMMARY

This paper proposes to use the speech enhancement method trained with end-to-end ASR objectives, and experimentally revealed their effectiveness on most speech enhancement metrics. Additionally, we found PESQ and STOI to be well correlated with ASR objectives. A novel filter order estimation method for E2E WPE and PMWF-beamformer-based E2E ASR system were also proposed and experimentally shown the effectiveness on the REVERB/DIRHA tasks. Our future work will apply these methods to more realistic and challenging environments including the CHiME-5 challenge task [33].
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